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ABSTRACT 

The People's Republic of China's (PRC) digital surveillance model, based on 

artificial intelligence (AI) and the social credit system (SCS), reshapes the 

balance between security and fundamental freedoms with global implications. 

This study examines its exportation and its impact on governance, international 

security, and human rights. A mixed-methods approach is employed, combining 

documentary analysis with quantitative data on the implementation of these 

technologies. The findings reveal the normalization of state surveillance, the 

consolidation of technological dependencies, and challenges for democratic 

stability. It is concluded that urgent international regulatory frameworks are 

needed to balance security with fundamental rights in the digital era. The rise of 

these systems raises questions about the future of privacy and individual 

autonomy, particularly in societies with weak institutional safeguards. 

Palabras clave: International security; human rights; artificial intelligence; 

surveillance; internet governance; data protection 

 

RESUMEN 

El modelo de vigilancia digital de la República Popular China (RPC), basado en 

inteligencia artificial (IA) y el sistema de crédito social (SCS), redefine la relación 

entre seguridad y libertades fundamentales con implicancias globales. Este 

estudio analiza su exportación y su impacto en la gobernanza, la seguridad 

internacional y los derechos humanos. Se emplea un enfoque mixto, combinando 

análisis documental con datos cuantitativos sobre la implementación de estas 

tecnologías. Los resultados evidencian la normalización de la vigilancia estatal, 

la consolidación de dependencias tecnológicas y desafíos para la estabilidad 

democrática. Se concluye que es urgente establecer marcos regulatorios 

internacionales para equilibrar la seguridad con los derechos fundamentales en la 

era digital. El auge de estos sistemas plantea interrogantes sobre el futuro de la 

privacidad y la autonomía individual, especialmente en sociedades con 

instituciones frágiles. 
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INTRODUCTION 

The People’s Republic of China (PRC) has established an unprecedented digital surveillance 

infrastructure in recent history, emerging as the most sophisticated model of state control based 

on Artificial Intelligence (AI), Big Data, and the Social Credit System (SCS). With a population 

exceeding 1.4 billion, the Chinese Communist Party (CCP) has developed an apparatus that 

extends beyond optimizing security and domestic stability; it redefines the concept of 

governmental oversight on a global scale (Nguyen et al., 2023). The integration of technologies 

such as facial recognition, predictive analytics, and automated decision-making has enabled 

the state to manage social risks with unparalleled precision. However, this has led to a 

systematic restriction of individual freedoms (Vickers, 2022). 

The issue transcends China’s borders: Beijing exports its model to various countries through 

the Belt and Road Initiative (BRI), providing digital infrastructure and surveillance tools that 

have been adopted in contexts where democratic institutions are weak, or regimes seek to 

consolidate their control (Oliveira et al., 2020). This phenomenon, which could be described 

as an authoritarian contagion process, has allowed nations such as Venezuela, Iran, and Russia 

to implement similar mechanisms under the justification of ensuring national security (Greitens 

et al., 2020). As a result, there has been a gradual shift toward digital governance models where 

state surveillance is normalized, and individual autonomy is increasingly constrained (Segal, 

2025). 

The West is not immune to this trend. In the United States, the National Security Agency 

(NSA), Federal Bureau of Investigation (FBI), and Central Intelligence Agency (CIA) have 

developed mass surveillance programs under the premise of counterterrorism and 

cybersecurity, demonstrating that the dilemma between liberty and control is not exclusive to 

authoritarian regimes (Feldstein, 2019). However, the key difference lies in institutional checks 

and the existence of legal frameworks that limit the political instrumentalization of digital 

surveillance (Cancela-Outeda, 2024). While surveillance in the PRC is institutionalized within 

the state apparatus, the European Union’s AI Act1 and other regulatory frameworks seek to 

establish transparency mechanisms in AI deployment, preventing its use as an indiscriminate 

tool of repression (Barredo Arrieta et al., 2020). 

China’s influence on global digital governance extends beyond technological infrastructure. It 

has also reshaped narratives concerning state power, security, and social stability, promoting a 

vision of technological development in which efficiency and control take precedence over 

individual freedoms (Castellanos-Claramunt, 2023; Zhang & Shaw, 2023). The legitimization 

of this model through official discourse has mitigated international criticism, reinforcing a 

framework in which surveillance is not only accepted but actively promoted as an imperative 

necessity in the digital era (Xi, 2014). 

This study examines the expansion of Beijing’s surveillance model and its impact on 

international security and human rights. Through the analysis of specific case studies and the 

technological architecture underpinning the system, this research will evaluate how its 

exportation is transforming global governance. Additionally, it will explore the implications of 

AI for geopolitical stability and the regulatory challenges faced by the international community 

in preventing the consolidation of digital authoritarianism. 

FINDINGS 

The PRC's surveillance model: foundations and evolution 

The surveillance model developed by the PRC government has evolved rapidly, consolidating 

itself as a central component of its national security strategy and digital governance. It is not 

                                                           
1 The Artificial Intelligence Act (AI Act) is a legislative proposal by the European Union that establishes a regulatory 

framework for the development, commercialization, and use of artificial intelligence systems within the European market. Its 

approach is based on risk classification, restricting applications that could infringe upon fundamental rights, such as mass 

biometric surveillance in public spaces. This regulation aims to ensure transparency, independent oversight, and adherence to 

ethical principles in the deployment of AI (European Commission, 2021). 
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merely a passive monitoring network but rather a control structure where AI, big data2 analysis 

and the SCS converge to create an ecosystem of observation, evaluation, and regulation of 

citizen behavior. Its implementation serves both internal stability and the consolidation of the 

CCP’s technological leadership in the digital era (Creemers, 2019; Feldstein, 2019). 

State control in the PRC was initially based on community supervision networks organized at 

the neighborhood level. However, the economic modernization and rapid urbanization of the 

1980s exposed the obsolescence of these rudimentary methods. The transition to a more 

advanced system became inevitable, particularly in a context where Deng Xiaoping’s  

"Reform and Opening"3 (改革开放, Gǎigé Kāifàng), policy prioritized the modernization of 

state structures to maintain social stability amid unprecedented economic growth. The 

transformation of the surveillance model was embedded within this strategy of consolidating 

state control, at a time when China was beginning to position itself as a power in the digital 

revolution. Within this framework, in the early 2000s, the government implemented the 

"Golden Shield" project (金盾工程, Jīndùn Gōngchéng) internationally known as the “Great 

Firewall of China”4 (防火长城, Fánghuǒ Chángchéng). This system marked a turning point 

by enabling the regulation of digital traffic, restricting access to external content deemed 

detrimental to the regime's stability (Feldstein, 2019). 

The introduction of AI in monitoring systems during the 2010s represented a paradigm shift. 

The SCS, implemented progressively, operates under a scoring scheme that classifies citizens 

based on their behavior in various areas, from commercial transactions to administrative 

records. These evaluations determine access to essential services, creating a social regulation 

mechanism where surveillance becomes a structural pillar of the state governance model 

(Greitens et al., 2020). Beyond individual control, the interconnection of facial recognition 

systems, government databases, and predictive algorithms has generated an environment where 

the distinction between public and private spheres becomes increasingly blurred.  

From an economic perspective, the mass collection of data has strengthened the state’s security 

apparatus while also generating value through the real-time analysis of vast amounts of 

information. Zeng & Glaister (2018) argue that the strategic use of big data does not solely 

depend on the volume of data collected but on the system’s ability to process, contextualize, 

and convert it into actionable insights. In the PRC, this dynamic has been applied both in 

governmental planning and the development of control infrastructures, consolidating an 

ecosystem where information serves as the backbone of state decision-making. 

The evolution of the PRC’s surveillance system has followed a process of progressive 

sophistication, aligning with technological advancements and the state’s strategic imperatives. 

From its origins in community-based supervision structures to the consolidation of a 

monitoring ecosystem driven by AI and big data, the apparatus has transitioned from 

decentralized surveillance to an interconnected digital infrastructure with predictive and 

regulatory capabilities. Table 1 synthesizes the key phases of this transformation, highlighting 

                                                           
2 Big data refers to large and complex datasets that exceed the processing capacity of traditional tools, characterized by their 

volume, velocity, and variety. Its analysis enables the identification of real-time patterns for strategic decision-making (Mayer-

Schönberger & Cukier, 2013). 
3 "Reform and Opening" was the policy implemented by Deng Xiaoping in 1978, aimed at China's economic modernization 

through the liberalization of strategic sectors, the gradual opening to foreign trade, and the attraction of foreign investment. 

This process marked the country’s transition from a planned economy to a market-oriented socialism model, driving 

unprecedented growth and solidifying the PRC as a global power. 
4 The term "Great Firewall of China" (GFW) is a play on words derived from "Great Wall of China", establishing a symbolic 

parallel between the historical function of the Great Wall as a physical defensive barrier and the role of the GFW as a digital 

control infrastructure. The GFW regulates and monitors the flow of information in cyberspace, safeguarding the interests of 

the Chinese state against both external and internal influences. 
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the integration of advanced technologies and their impact on state governance. The analysis of 

this trajectory underscores the transition toward a model where mass surveillance and 

algorithmic regulation converge as fundamental pillars of social control, establishing a state 

surveillance framework with global reach. 

Table 1. The Evolution of the PRC’s Surveillance Model 

Decade Key Characteristics Core Technologies Impact on Society 

1980s 
Traditional 

community surveillance 

Neighborhood 

networks, human 

oversight 

Localized control, limited to 

small environments 

1990s Initial data digitization Basic databases Improved information collection 

2000s 
Implementation of the 

Golden Shield 

Internet censorship, 

web traffic control 

Restricted access to 

global information 

2010s 
Expansion of the 

Social Credit System 

AI, big data, 

facial recognition 

Real-time evaluation of 

citizen behavior 

2020s 
Exportation of the model and 

control sophistication 

Algoritmos predictivos, 

ciberseguridad 

avanzada 

Normalization of mass 

surveillance and 

international control 

Source: Own elaboration based on Creemers (2019), Feldstein (2019), Greitens, Lee & Yazici (2020), 

and Mac Síthigh & Siems (2019). 

The PRC’s surveillance model has transcended its borders through the 

Belt and Road Initiative (BRI), promoting the adoption of monitoring technologies in countries 

with weak regulatory frameworks. This expansion has enabled the consolidation of supervision 

schemes that reinforce state control and reconfigure geopolitical balance (Mac Síthigh & 

Siems, 2019). In contexts with lower institutional capacity, the integration of these 

infrastructures has facilitated the strengthening of regimes with authoritarian tendencies. 

The evolution of this model reveals a process of increasing sophistication, in which AI and 

predictive algorithms have transformed the relationship between security and fundamental 

rights. As these tools are integrated into different political systems, surveillance structures 

emerge that intensify the tension between the exercise of state sovereignty and the protection 

of individual freedoms. Digital monitoring, far from operating solely as a security mechanism, 

redefines state governance and challenges the strength of legal frameworks designed to 

guarantee privacy and autonomy in the digital era. 

Artificial Intelligence (AI) and the Social Credit System (SCS) as pillars of Social Control 

The Social Credit System (SCS) has evolved into a central mechanism within the PRC’s digital 

governance apparatus, integrating surveillance, data analysis, and social discipline into a 

unified system. The sophistication of this model lies not only in its massive data collection 

capabilities but also in the state’s ability to classify, predict, and condition citizen behavior 

based on "trustworthiness" parameters defined by the ruling structure (Nguyen et al., 2023). 

Unlike traditional control strategies, the SCS does not rely on direct coercion but instead 

operates through a system of incentives and restrictions that encourage self-regulation. This 

model creates an environment where adherence to norms is monitored in real time, affecting 

everyday life in an all-encompassing manner and minimizing individual autonomy outside 

state supervision. 

The functioning of this system is based on a highly interconnected technological infrastructure. 

Real-time surveillance networks, facial recognition, and databases that record digital 

interactions and economic transactions enable systematic monitoring of social and financial 

activity5. The assignment of scores based on regulatory compliance and individual behavior 

                                                           
5 The continuous collection and analysis of data allow the state to evaluate citizens' behavior in real time across different 

spheres, from financial transactions to digital interactions and mobility history. This information is processed through 
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conditions access to essential services, such as transportation, housing, education, and medical 

assistance (Greitens et al., 2020). Consequently, citizens adjust their behavior based on the 

anticipation of rewards or sanctions, generating a logic of anticipatory social control6 that shifts 

classical surveillance toward an omnipresent model of algorithmic regulation (Wright, 2018). 

The impact of the SCS manifests in various aspects of daily life, creating a stark division 

between its perceived benefits and the costs in terms of fundamental rights. While some sectors 

defend its implementation, arguing that it enhances the efficiency of public service delivery 

and contributes to reducing minor crimes, concerns surrounding its application focus on the 

erosion of privacy, restrictions on freedom of expression, and the reinforcement of structural 

inequalities within the socioeconomic system (Drexel & Kelley, 2023). State surveillance, 

rather than being a mechanism confined to public security, has evolved into a tool that shapes 

citizens’ lives by conditioning access to opportunities and essential services. 

SCS’s impact on society manifests across multiple dimensions, altering how individuals access 

fundamental goods and services. The following table 2 presents quantitative data on the 

positive and negative effects of the SCS on mobility, employment, and access to critical 

resources. 

Table 2. Impact of SCS on Society 

Evaluated Aspect Positive Impact (%) Negative Impact (%) 

Freedom of mobility 24.50 75.50 

Employment opportunities 28.40 71.60 

Access to healthcare 32.90 67.10 

Access to transportation 34.70 65.30 

Access to loans 39.80 60.20 

Source: Own elaboration based on Nguyen et al. (2023) 
 

The expansion of the SCS has gone beyond the domestic sphere, solidifying itself as a 

replicable model in scenarios where state control is reinforced through digital tools. Wang 

(2021) argues that this proliferation is not limited to the transfer of technology but also 

introduces regulatory frameworks that prioritize regime stability over the protection of 

individual rights. The growing adoption of these infrastructures in national security systems 

presents challenges in managing sensitive data, increasing the risks of external interference, 

and altering the balance of power in cyberspace. 

The accelerated development of digital surveillance infrastructures has created critical 

vulnerabilities in cybersecurity and geopolitics. Knieps (2024) warns that the expansion of 

interconnected networks for data collection and management increases the risk of cyberattacks, 

state espionage, and information manipulation. In this context, the instrumentalization of these 

systems has transcended domestic population control to become a tool with interstate 

implications. Segal (2025) documents how incidents like Operation “Salt Typhoon7” illustrate 

that digital surveillance affects both individuals under state oversight and the strategic disputes 

between states, escalating the risk of geopolitical tensions. 

Data from table 3 shows that the Middle East (69.8%) and Asia (61.5%) have the highest 

adoption rates of PRC-origin digital surveillance technology, whereas Africa (48.0%) and Latin 

America (43.5%) register more moderate integration. Eastern Europe (38.2%) has the lowest 

coverage, suggesting disparities in the incorporation of these systems depending on the 

                                                           
algorithms that assign trustworthiness scores, affecting access to essential services and regulating individuals’ participation in 

the economy and society. 
6 Behavior monitoring is not limited to detecting past violations but is based on predictive algorithms that identify risk patterns 

before specific events occur. Through this analysis, the system can restrict freedoms or modify access to prevent regulatory 

deviations, establishing a governance mechanism rooted in the anticipation of potentially problematic behaviors. 
7 Salt Typhoon refers to an Advanced Persistent Threat (APT) group linked to the PRC’s Ministry of State Security. This 

collective specializes in cyber-espionage operations, particularly in infiltrating telecommunications networks in the United 

States, aiming to intercept sensitive communications and obtain strategic intelligence information (Forno, 2024). 
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geopolitical context and regulatory frameworks in each region. The expansion of these 

technological infrastructures is driven by cooperation agreements, while simultaneously 

evidencing the consolidation of digital supervision strategies used as state control tools. 

The comparative analysis between Table 2 and Table 3 confirms a correlation between the 

expansion of these technologies and the intensification of restrictions on fundamental rights. 

Regions with higher coverage, such as the Middle East and Asia, report the highest levels of 

limitations on mobility, access to economic opportunities, and citizen autonomy. This 

phenomenon goes beyond security justifications and is embedded within a 

global control architecture8, where access to information and services is subject to systematic 

monitoring systems (Segal, 2025).  

Table 3.  Global Distribution of PRC Digital Surveillance Technology 

Region 
Number of Countries using Chinese 

Technology 

Regional 

Coverage (%) 

Asia 15.00 61.50 

Africa 12.00 48.00 

Latin America 10.00 43.50 

Eastern Europe 8.00 38.20 

Middle East 14.00 69.80 

Source: Own elaboration based on Segal (2025) 

Technology, far from being neutral, has been strategically employed to reinforce power 

structures through predictive regulation of social behavior. Within SCS, adherence to norms 

does not emerge from a deliberative consensus but rather results from a conditioning process 

in which algorithmic systems anticipate behavioral patterns and limit individual action 

before it occurs (Neuberger, 2025; Wright, 2018). In this scenario, the Chinese supervision 

model does not merely respond to infractions but operates under a logic of proactive prevention 

and restriction9. 

The dissemination of these technologies outside the PRC is not limited to the transfer of 

surveillance software and hardware but also entails the adoption of governance frameworks 

that reinforce large-scale digital control structures. Wang (2021) argues that this phenomenon 

has accelerated the institutionalization of authoritarian systems under the pretext of ensuring 

security and stability, thereby obstructing the consolidation of democratic regimes and creating 

structural barriers that hinder transparency and accountability. The expansion of the SCS has 

transcended the national sphere and has been adopted in various political contexts, establishing 

itself as a replicable model of digital state control.  

The expansion of SCS has generated significant impacts across multiple social dimensions, 

solidifying itself as a structural pillar of digital control. Figure 1 illustrates how this system 

affects mobility, access to employment, and the availability of essential services. Data analysis 

reveals that negative impacts far exceed perceived benefits. In terms of loan accessibility, 

60.2% of respondent’s experience restrictions, while mobility limitations affect 75.5%. 

Algorithmic supervision not only regulates individual behavior but also establishes criteria that 

determine access to economic and social opportunities (Nguyen et al., 2023; Segal, 2025). 

  

                                                           
8 This term refers to the consolidation of a transnational digital surveillance framework, where data collection, processing, and 

usage are not confined within national borders but are integrated into interoperable systems that enable coordinated monitoring 

of individuals at an interstate level. This phenomenon has been facilitated by the convergence of AI, big data, and advanced 

telecommunications networks, raising concerns over digital sovereignty and individual autonomy in the era of 

hyperconnectivity (Zuboff, 2019). 
9 In the SCS context, this implies the implementation of predictive systems that, beyond identifying potentially problematic 

behaviors, apply preemptive restrictions to prevent their occurrence. This approach is based on machine learning techniques 

and algorithmic risk modeling, aligning with pre-crime governance strategies—a paradigm that shifts the state’s traditional 

role from punishing committed offenses to regulating probabilistic behavioral outcomes (Amoore, 2020). 
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Figure 1.  Impact of the SCS on Different Social Aspects in Relation to Regional Technological 

Coverage 

 
Source: Own elaboration based on Nguyen et al. (2023) and Segal (2025) 

The correlation between SCS technological coverage and the increase in restrictions on 

fundamental rights is reflected in figure 2. The Middle East and Asia, with penetration levels 

of 69.8% and 61.5%, respectively, exhibit the highest levels of restrictions. Latin America, 

with lower technological penetration (43.5%), still registers significant negative impacts, 

indicating that the effect of the SCS depends not only on the presence of technology but also 

on the preexisting regulatory frameworks. The global control architecture configured by this 

model is structured based on the state’s ability to integrate surveillance mechanisms into its 

governance structures. 

Figure 2. Correlation Between Surveillance Technology Coverage and the Negative Impact 

of the SCS by Region 

 
Source: Own elaboration based on Nguyen et al. (2023) and Segal (2025) 

Figure 3 reinforces this trend by comparing the positive and negative impact of SCS across 

different domains. The data show that mobility and access to employment are the areas most 

affected, with restrictions reaching 75.5% and 71.6%, respectively. Skare et al. (2024) warn 

that the adoption of these mechanisms in economies with structural inequalities tends to 
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reinforce models of social exclusion, limiting economic mobility and strengthening digital 

stratification systems. As SCS expands beyond the PRC, its impact intensifies in emerging 

markets, where the lack of regulation facilitates the normalization of these control schemes. 

Figure 3. Comparison of the Positive and Negative Impact of the SCS on Different Social 

Aspects 

 
Source: Own elaboration based on Nguyen et al. (2023) 

The growth of this technological infrastructure is not limited to national surveillance but is 

linked to a normative diffusion process that strengthens governance models based on digital 

surveillance. Wang (2021) argues that the exportation of these technologies promotes the 

institutionalization of authoritarian systems under the pretext of ensuring security and stability, 

making it more difficult to consolidate democratic regimes and hindering transparency and 

accountability. This dynamic has reinforced the technological dependence of recipient states, 

encouraging the adoption of restrictive regulatory frameworks that establish surveillance as an 

essential component of the state apparatus. 

The phenomenon known as authoritarian contagion is evident in the gradual incorporation of 

these systems into government oversight structures. The expansion of monitoring technologies 

in emerging markets is not limited to the transfer of surveillance hardware and software but 

also promotes a governance model where the automation of social control is framed as a 

mechanism to optimize state efficiency. Drexel & Kelley (2023) y Neuberger (2025) warn that 

the lack of supranational regulations to curb the proliferation of these systems could accelerate 

the structural erosion of fundamental rights, weakening democratic principles and fostering the 

consolidation of automated surveillance systems. 

The exportation of the Chinese model: implications for Global Governance 

The Chinese model of digital governance has become an instrument of power projection 

beyond its borders, consolidating itself as an expansion scheme that integrates advanced 

technological infrastructure, investment strategies, and capacity transfers in markets with more 

flexible regulatory frameworks. The convergence of AI, big data, and surveillance systems is 

not confined to the domestic sphere but is deployed through strategic agreements that reinforce 

technological dependence and strengthen China’s normative influence in global cyberspace 

(Zhu et al., 2014). 

The analysis of the penetration of these infrastructures reveals a clear trend: countries with 

lower technological regulatory capacity have been the most receptive to the implementation of 

these systems. According to Wu et al. (2024), the exportation of advanced technological 

solutions by the PRC has grown by more than 60% over the past decade, consolidating its 

leadership in the digital transformation of various emerging economies. The following table 

(table 4) synthesizes the main mechanisms through which the PRC expands its digital control 

model: 
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Table 4. Mechanisms for Exporting the Chinese Digital Governance Model 

Export Mechanism Descriptionn 

Investment in digital infrastructure 
Financing and construction of 5G networks, video surveillance 

systems, and data platforms in developing countries. 

Technology transfer 
Provision of surveillance software, facial recognition systems, and 

social credit platforms to other governments. 

Cybersecurity cooperation 
Bilateral agreements with allied nations to share digital control 

technologies and data analysis capabilities. 

Expansion of state-owned enterprises 
Huawei, ZTE, and other Chinese companies as key players in the 

deployment of global technological networks. 

Exportation of regulatory standards 
Digital control and surveillance models are 

integrated into the legal systems of recipient countries. 

Source: Own elaboration based on Zhu et al. (2014) and Wu et al. (2024). 

The impact of this expansion is most pronounced in regions where economic and technological 

dependence on the PRC is significant. Latin America has become a strategic focal point within 

this dynamic, with megaprojects such as the Chancay port, which, in addition to strengthening 

bilateral trade, drive the penetration of digital solutions into public infrastructure (Sánchez 

Chumpitaz & Asmat Caro, 2024). Table 5 presents quantitative data on Xi Jinping’s China’s 

technological presence in various regions and its relationship with the adoption of digital 

control models. 

Table 5. Penetration of Chinese Technologies and Adoption of Digital Control Models by 

Region 

Region 
Presence of Chinese Technology 

(%) 
Implementation of Control Models (%) 

Latin America 47.30 38.90 

Africa 52.60 42.10 

Central Asia 68.50 59.30 

Middle East 73.20 65.70 

Eastern Europe 49.70 41.40 

Source: Own elaboration based on Sánchez & Asmat (2024) and Wu et al. (2024). 

The correlation between Chinese technological presence and the adoption of digital 

surveillance systems reveals a consistent pattern: the incorporation of these infrastructures is 

not limited to the provision of hardware and software but also involves the assimilation of 

regulatory principles that consolidate governance models with higher levels of state oversight 

(Li et al., 2020). Chan et al. (2024) argue that technological dependence facilitates the transfer 

of capabilities and introduces regulatory frameworks that, in practice, reduce recipient states' 

autonomy in establishing independent policies on digital governance. 

The expansion of the Chinese digital governance model has integrated technological platforms 

designed to optimize government management, with applications in public security, urban 

planning, and state administration (Bonsón et al., 2012). These infrastructures have been 

adopted across various countries, enhancing real-time data processing and surveillance 

capabilities. Table 6 presents a set of digital governance platforms exported by China and their 

functions in recipient states, illustrating the integration of AI-based solutions and mass 

surveillance into administrative and state control frameworks. 

Table 6. Digital Governance Platforms Exported by China 

Platform Function in Recipient Country 

SCS 
Evaluation of citizen behavior to determine access to government 

benefits. 

Skynet Mass video surveillance network with integrated facial recognition. 

ZTE Smart City Urban management system based on real-time data analysis. 

Huawei Cloud Infrastructure for storing and processing government data. 

Safe City AI-based security system for crime prevention. 

Source: Own elaboration based on Bonsón et al. (2012) and Wu et al. (2024). 
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The impact of China’s influence on global governance can be analyzed from an economic 

perspective, particularly in logistics optimization and administration through artificial 

intelligence. Digital automation has reconfigured supply chains across various sectors, 

enhancing operational efficiency in ports and international trade networks (Sánchez Chumpitaz 

& Asmat Caro, 2024). Table 7 details these impacts in terms of cost reductions and processing 

time improvements across different sectors. 

Table 7. Impact of Chinese Digital Automation on Logistics and International Trade 

Sector Cost Reduction (%) Processing Time Reduction (%) 

Maritime 

Transport 
24.50 36.80 

Port Logistics 30.20 42.10 

E-commerce 28.70 40.50 

Customs 

Administration 
22.30 33.60 

Source: Own elaboration based on Sánchez & Asmat (2024). 

The exportation of the Chinese digital governance model is not merely a technological transfer 

process but involves a reconfiguration of the regulatory and structural principles of recipient 

countries. Through infrastructure investment, process standardization, and regulatory model 

adaptation, China has consolidated its position as a central actor in global digital 

transformation.  

Figure 4 illustrates the relationship between Chinese technological presence, the adoption of 

digital control models, and their effect on logistical and commercial efficiency in recipient 

countries, highlighting patterns of integration and optimization across various geopolitical 

contexts. 

Figure 4. Correlation Between Chinese Technological Presence, Adoption of Digital Control 

Models, and Logistical Efficiency 

 
Source: Own elaboration based on Nguyen et al. (2023), Wu et al. (2024) and Bonsón et al. (2012) 
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perceptions, and consolidating new paradigms of authoritarian governance. The 

interconnection of AI, big data, and mass monitoring has enabled governments to manage 

social behavior on an unprecedented scale, blurring the boundaries between protection and the 

restriction of rights. 

In the PRC, the state surveillance model has expanded under Xi Jinping’s political stability 

doctrine, reinforcing the concept of security as a pillar of national development (Xi, 2014). The 

SCS and the Skynet video surveillance network consolidate a permanent monitoring 

infrastructure that conditions mobility and access to goods and services based on the level of 

trustworthiness assigned to each citizen (Nguyen et al., 2023). Surveillance is no longer solely 

reactive but operates as a predictive mechanism based on algorithmic regulation. 

Sandbrink et al. (2024) warn that the convergence of emerging technologies with state control 

systems has strengthened anticipatory supervision frameworks, which limit individual 

autonomy and expand governmental intervention capabilities. The implementation of these 

models in political systems with low accountability reinforces the trend toward digital 

authoritarianism. Adeyeye & Grobbelaar (2024) emphasize that the consolidation of 

monitoring infrastructures in countries with institutional weaknesses not only optimizes state 

control but also transforms the very structure of governance, shifting decision-making to 

automated mechanisms that reshape power dynamics. 

The Chinese model has expanded through the Belt and Road Initiative (BRI), facilitating the 

adoption of surveillance technology in states with institutional weaknesses or authoritarian 

tendencies (Rocha Pino, 2017). Governments such as those of Venezuela, Iran, Russia, and 

Saudi Arabia have integrated these digital infrastructures to strengthen social control, restrict 

access to information, and suppress dissent through reinforced state supervision mechanisms 

(Mozur et al., 2019). 

Empirical analysis of these dynamics shows that states with greater implementation of digital 

surveillance technology tend to report higher perceptions of security. In table 8, the PRC, with 

100% use of Chinese technology, reports a security perception of 85.4%, while countries such 

as Venezuela and Iran, with lower levels of technological adoption (79% and 76%, 

respectively), present lower values in this perception. These data suggest that digital 

surveillance is perceived as a stability factor, although its actual impact on security and citizens' 

rights remains a subject of debate. 

Table 8. Use of Chinese Surveillance Technology and Security Perception 

Country 
Use of Chinese Technology 

(%) 
Security Perception (%) 

PRC 100.00 85.40 

Venezuela 79.00 68.90 

Iran 76.00 70.20 

Saudi Arabia 73.00 74.80 

Russia 71.00 72.30 

Source: Own elaboration based on Mozur et al. (2019) and Wright (2018). 

Although the adoption of Chinese surveillance technology is linked to a high perception of 

security due to continuous population monitoring, its implementation also entails adverse 

effects on human rights and individual freedoms. Table 9 shows that countries with high levels 

of digital surveillance experience significant restrictions on freedom of expression and privacy. 

In the PRC, where 92.3% of the population faces limitations on freedom of expression and 

94.8% on privacy, over 135,000 cases of political repression have been documented in the last 

five years. Similar trends are observed in Venezuela, Iran, and Saudi Arabia, where censorship 

and social control rates are high. These data indicate that digital surveillance, although 

perceived as a security mechanism, functions as a state supervision tool that affects the exercise 

of fundamental rights. 
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Table 9. Impact of Digital Surveillance on Freedom of Expression and Privacy 

Country 
Restriction on Freedom of 

Expression (%) 

Restriction on Privacy 

(%) 

Documented Cases of Political 

Repression (Last 5 Years) 

PRC 92.30 94.80 135,000+ 

Venezuela 89.70 87.20 10,400 

Iran 87.10 89.50 9,800 

Saudi Arabia 84.50 88.10 7,900 

Russia 80.90 85.40 6,500 

Source: Own elaboration based on Greitens et al. (2020) and Feldstein (2019) 

The digital surveillance models analyzed in table 10 show that, while they are presented as 

security and stability mechanisms, their implementation has been marked by social control, 

censorship, and political repression. In the PRC, the SCS and Skynet operate as mass 

supervision tools, while in Venezuela, Iran, Saudi Arabia, and Russia, systems such as the 

Carnet de la Patria, content filtering, and communications interception have been used to 

monitor citizens and restrict access to information.  

The combined analysis with table 8 and table 9 reveals that the presence of surveillance 

technology is associated with a high perception of security, although it also entails significant 

restrictions on fundamental rights. In the PRC, where digital monitoring reaches 100%, 

perceived security stands at 85.4%, yet freedom of expression and privacy are affected by 

92.3% and 94.8%, respectively, with over 135,000 documented cases of political repression. 

Similar patterns are observed in Venezuela, Iran, and Saudi Arabia, confirming that state 

surveillance is not solely limited to security but also establishes a supervision ecosystem that 

conditions the exercise of citizens' rights. 

Table 10. Digital Surveillance Models and Their Objectives 

Country Adopted Surveillance Model Declared Objective Documented Use 

PRC Social Credit System, Skynet 
National security 

and stability 

Population control through mass 

digital surveillance 

Venezuela 
Carnet de la Patria, digital 

censorship 

Economic and social 

control 

Monitoring and limiting access to 

services based on political loyalty 

Iran National intranet, content filtering 
Protection of 

Islamic values 

Censorship and restriction of 

access to dissident information 

Saudi Arabia 
Facial recognition algorithms, 

forensic biometrics 

Terrorism 

prevention 

Tracking and control of opposition 

groups and activists 

Russia 
SORM (Communications 

Interception System) 
Cybersecurity 

Network monitoring and political 

repression 

Source: Own elaboration based on Mozur et al. (2019) and Nguyen et al. (2023). 

Table 11 highlights the relationship between the use of surveillance technologies and the 

restriction of freedoms, demonstrating how these systems reinforce state control. The PRC, 

with 100% adoption, has the highest level of restrictions (94.8%), consolidating its digital 

supervision model. Venezuela and Iran, with rates of 79% and 76%, show restrictions above 

87%, indicating that these mechanisms extend beyond security and impact the political and 

social sphere. Stanger et al. (2024) ote that the expansion of these infrastructures tends to 

strengthen more restrictive regulatory frameworks, limiting individual autonomy. Nigeria, with 

lower adoption (55%), maintains significant restrictions (74.5%), suggesting that the impact of 

surveillance depends not only on its scope but also on the regulatory context. Ding et al. (2018) 

emphasize that these systems reshape state power, where access to surveillance tools reinforces 

control dynamics with effects that transcend security. 
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Table 11. Comparison of Population, Surveillance Technology Use, and Restriction of 

Freedoms in Countries with Digital Monitoring Models. 

Country Population (Millions) 
Use of Surveillance 

Technology (%) 

Restriction of Freedoms 

(%) 

PRC 1,410 100.00 94.80 

Venezuela 28 79.00 87.20 

Iran 85 76.00 89.50 

Russia 144 71.00 85.40 

Nigeria 223 55.00 74.50 

Saudi Arabia 36 73.00 88.10 

Source: Own elaboration based on Stanger et al. (2024) and Ding (2018) 

The development and expansion of these monitoring systems have created the need to measure 

their impact on governance and the relationship between security, surveillance, and restrictions 

on rights. To this end, the State Control Index (SCI or 𝐼𝑐), has been designed as a tool to model 

this interaction in regimes with intensive supervision. Its mathematical formulation allows for 

the analysis of how perceived security contributes to state legitimacy, while the increase in 

digital surveillance and restrictions on freedoms implies political costs that may influence 

regime stability. 

SCI quantifies the relationship between perceived security (𝑆), digital surveillance (𝑉) and 

restrictions on freedoms (𝐹)  in regimes with intensive supervision systems. The PRC has 

developed a model based on AI and big data, which has become a reference for states with 

authoritarian tendencies and has expanded through the Belt and Road Initiative (Nguyen et al., 

2023; Rocha Pino, 2017).  

The mathematical formulation of SCI seeks to quantify the interaction between perceived 

security, digital surveillance, and restrictions on freedoms in regimes with intensive 

supervision. A higher perception of security tends to legitimize state control, while the extent 

of digital surveillance determines the state’s capacity to regulate citizen behavior. In contrast, 

increasing restrictions on freedoms generates political costs that may affect regime stability. 

To model this dynamic and provide an analytical framework for its study, the following 

equation is proposed: 

𝑰𝒄 = (𝜶 × 𝑺) + (𝜷 × 𝑽) − (𝜸 × 𝑭) 

The coefficients 𝜶, 𝜷 and 𝜸 have been calibrated based on comparative studies across multiple 

countries. In this model, 𝜶 (alpha) weighs perceived security, as trust in the state facilitates its 

capacity for control. Then, 𝜷 (beta) measures the impact of digital surveillance on the 

consolidation of state power. Meanwhile, 𝜸 (gamma) quantifies the political wear caused by 

repression, as high levels of restrictions can erode legitimacy and generate social opposition 

(Mozur et al., 2019). 

To evaluate the application of SCI, the cases of the PRC and Nigeria were analyzed, two states 

with different degrees of digital control consolidation. In the case of the PRC, empirical values 

reflect a high perception of security (𝑺 = 85.4), a fully integrated digital surveillance system 

(𝑽 = 𝟏𝟎𝟎) and severe restrictions on freedoms (𝑭 = 𝟗𝟒. 𝟖). With adjusted coefficients of 

𝜶 = 0.8, 𝜷 = 1.2 y 𝜸 = 1.5, the following is obtained: 

𝑰𝒄 = (0.8 ×  85.4) + (1.2 ×  100) − (1.5 ×  94.8) 

𝑰𝒄 = 68.32 + 120 − 142.2 

𝑰𝒄 = 46.12 

The findings confirm that the PRC maintains a high SCI, demonstrating the efficiency of its 

surveillance infrastructure in ensuring political stability and consolidating the CCP's 

dominance. The integration of the SCS and the Skynet video surveillance network has 

strengthened the government’s ability to monitor citizen behavior and shape it through 

algorithmic incentive and sanction systems (Nguyen et al., 2023; Xi, 2014). The 

institutionalization of this framework has been supported by regulatory measures promoted by 

the State Council of the PRC (2012), establishing a legal framework that legitimizes the use of 
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surveillance technologies to restrict access to services and consolidate a highly centralized 

digital governance model. 

On the other hand, Nigeria's adoption of surveillance infrastructure funded by the PRC has 

been partial, with lower technological consolidation. The data reflect a low perception of 

security (𝑺 = 58.4), a moderate level of surveillance (𝑽 = 55) and significant restrictions on 

freedoms (𝑭 = 74.5). Applying the equation with the same coefficients: 

𝑰𝒄 = (0.8 ×  58.5) + (1.2 ×  55) − (1.5 ×  74.5) 

𝑰𝒄 = 46.8 + 66 − 111.75 

𝑰𝒄 = 1.05 

The SCI for Nigeria is 1.05, reflecting weak state control despite the partial implementation of 

digital surveillance funded by Beijing. The low perception of security and lack of social 

legitimacy have hindered the consolidation of an effective model (Feldstein, 2019). In contrast, 

the PRC presents an SCI of 46.12, demonstrating the effectiveness of its surveillance 

infrastructure, based on SCS and Skynet, in strengthening political stability and reinforcing 

government control (Nguyen et al., 2023; Xi, 2014).  

The comparison between both countries reveals a substantial difference in digital surveillance 

management. While in the PRC, the combination of AI, predictive analysis, and supervision 

mechanisms has enabled a highly consolidated state control model, Nigeria, with a security 

perception of 58.4, a surveillance level of 55, and freedom restrictions of 74.5, has failed to 

establish a similar control structure. The absence of a robust technological infrastructure and 

the lack of cohesion in its supervision policies have hindered the projection of state authority 

through these systems (Feldstein, 2019). 

Beyond Nigeria's specific case, the expansion of digital monitoring models presents a 

geopolitical challenge, where technological supremacy emerges as a new factor in state 

dominance competition. As more countries adopt control frameworks based on AI and 

predictive algorithms, the dispute over information will intensify, shaping a scenario where the 

line between security and oppression becomes increasingly blurred. 

Considerations for the design of International Regulatory Frameworks 

The rapid expansion of AI and digital surveillance infrastructures has underscored the urgency 

of developing international regulatory frameworks that establish clear limits on their 

implementation and prevent their use for authoritarian purposes. The absence of a coherent 

global regulatory framework has allowed some states to structure supervision models based on 

advanced technologies, prioritizing state control over citizen security and data protection. This 

has facilitated the consolidation of mass surveillance regimes with direct implications for 

human rights and the stability of the international system (Ding, 2018; Stanger et al., 2024).  

The concentration of digital power in the PRC has turned its governance model into a reference 

for governments seeking to strengthen their supervision mechanisms and information 

management systems. This trend has fueled a debate on the need for regulations that reconcile 

technological advancement with the protection of fundamental freedoms, preventing the 

expansion of AI from resulting in tools of political repression and large-scale social control 

(Pearson et al., 2022). 

The GDPR in the European Union and the Federal Privacy Law in the United States have 

sought to establish regulatory frameworks to restrict the abusive use of digital surveillance and 

mass data exploitation. However, these efforts present limitations, as they do not 

comprehensively address the implications of AI in both the public and private spheres 

(Goodman & Flaxman, 2016).  

In contrast, the PRC has developed regulations that reinforce state control over information 

flows and online activity, consolidating a model replicated in states with authoritarian 

tendencies such as Iran, Venezuela, and the Russian Federation (Aoyama, 2022; Vickers, 

2022). Table 12 presents a comparison between different jurisdictions, highlighting the gap 
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between privacy-oriented regulations and those designed to strengthen government 

supervision. 

Table 12. Comparison of Regulatory Frameworks on Privacy and State Control 

Country/Region Key Regulation Approach Use of AI in Surveillance 

European Union 
GDPR 

(Regulation EU 2016/679) 

Data protection and 

individual rights 

Limited to public security 

with restrictions 

United States of 

America 
Federal Privacy Law Sectoral data protection 

Applications in cybersecurity 

and crime prevention 

PRC 
Data Security Law, 

Cybersecurity Law 

Control of information 

flows and state 

surveillance 

Extensive: AI applied in 

social credit systems and 

facial recognition 

Russian 

Federation 

Yarovaya Law, 

SORM System 

State supervision and 

communication control 

Mass monitoring with 

support from predictive 

algorithms 

Venezuela 
Carnet de la Patria and digital 

censorship 

Socioeconomic control 

and censorship 

Emerging implementation 

with support from Chinese 

infrastructure 

Source: Own elaboration based on Goodman & Flaxman (2016), Vickers (2022) and Pearson et al. (2022) 

The regulatory frameworks adopted by states determine the degree of governmental 

supervision and redefine the level of digital autonomy and citizen participation in the public 

sphere (He, 2023). In the PRC, technological control has converged with educational policy, 

facilitating the homogenization of discourse and the elimination of narratives contrary to the 

CCP (Vickers, 2022). This dynamic has extended to governments that have received 

technological assistance from Beijing through the BRI, integrating surveillance mechanisms 

into their governance models (Oliveira et al., 2020). The strategic use of education as a vehicle 

for ideological control has strengthened the regime's internal cohesion and consolidated its 

influence over the national socio-political structure (Aoyama, 2022). In environments with 

weaker regulatory capacity, this combination of digital supervision and discourse 

standardization creates an ecosystem conducive to the replication of systemic surveillance 

models with minimal institutional resistance. 

From a global governance perspective, AI regulation must consider the risks associated with 

its instrumentalization for authoritarian purposes. International organizations have emphasized 

the urgency of establishing regulatory frameworks that balance innovation with the protection 

of fundamental rights (Gomes Rêgo de Almeida & Dos Santos Júnior, 2025). Table 13 presents 

a comparison of regulatory approaches in the public and private sectors, highlighting the 

projection of the Chinese model in environments with weaker democratic foundations. 

Table 13. Regulatory Strategies for AI in the Public and Private Sectors 

Aspect Democratic Approach Authoritarian Approach 

AI Governance Based on transparency and public auditing 
State control without 

independent oversight. 

Data Access Regulation to protect individual privacy 
Centralization and unrestricted 

state access. 

Use in Education Applications for personalized learning 
Ideological instrumentalization 

and homogenization. 

Corporate Supervision Regulation to prevent bias and monopolies 
Integration of corporations with 

the state apparatus. 

Source: Own elaboration based on Stanger et al. (2024) and Ding (2018) 

The design of global regulatory frameworks must consider the need for supranational 

supervision to prevent AI from becoming an unrestricted surveillance tool. Technological 

governance cannot be subjected to fragmented national regulations; rather, it requires 

multilateral mechanisms that ensure transparency, accountability, and the protection of 

fundamental rights (Stanger et al., 2024). The recent UN proposal to establish an international 

AI oversight body represents a step in this direction, although its implementation faces 

obstacles due to resistance from states with centralized governance models (Ding, 2018). 
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The geopolitical dimension of technological regulation is unavoidable. The concentration of 

digital infrastructures in the hands of state actors with expansionist agendas has created power 

asymmetries in the international system. The dependence on platforms of Chinese or American 

origin has turned access to information into a tool of strategic influence, with direct 

implications for global security and stability (Pearson et al., 2022).  

The development of international regulatory standards must prevent the consolidation of 

technological monopolies and curb the expansion of models that use AI as a tool for repression 

and mass surveillance. An effective regulatory framework must guarantee the protection of 

privacy and digital autonomy while establishing mechanisms to counteract algorithmic 

censorship and implement independent audits that mitigate the risks associated with the 

concentration of technological power. The ability of the international community to address 

these challenges will determine the future balance between technological advancement and 

respect for fundamental rights in an increasingly automated world. 

The consolidation of AI-based digital surveillance models has intensified the state's ability to 

shape social behavior, generating new control dynamics that extend beyond public security. In 

the PRC, tools such as Skynet and SCS have been used to condition mobility, restrict access to 

services, and establish social scoring systems that reinforce citizen compliance (Bergdahl et al., 

2023; Shum & Lau, 2024). This strategy has expanded through the Belt and Road Initiative, 

facilitating the adoption of monitoring infrastructures in environments with weak regulations, 

where Chinese technology has been instrumentalized to consolidate authoritarian regimes 

(Mozur et al., 2019; Tuzov & Lin, 2024). 

In contrast, democratic states have implemented regulatory frameworks with divergent 

approaches. While the EU has developed regulations such as the AI Act to mitigate risks 

associated with automation, other jurisdictions have allowed the expansion of digital 

surveillance under the pretext of cybersecurity and counterterrorism efforts (Cancela-Outeda, 

2024; Goodman & Flaxman, 2016). However, the absence of international standards prevents 

effective regulation, paving the way for the proliferation of unrestricted supervision systems 

and the consolidation of technological monopolies with defined political agendas. In light of 

this scenario, AI governance must prioritize transparency, independent oversight, and the 

protection of digital autonomy, preventing technological advancements from becoming a 

global instrument of repression (Reynoso Vanderhorst et al., 2024). Additionally, the evolution 

of supervision models in China demonstrates how state intervention has been a determining 

factor in transforming its digital ecosystem, turning mass data collection into a pillar of its 

development strategy and consolidating its technological influence on a global scale (Yang & 

Liu, 2024). 

CONCLUSIONS 

Digital surveillance in the PRC has transcended traditional state supervision. It has 

consolidated into an omnipresent structure where AI, big data, and the SCS have shaped an 

unprecedented ecosystem of control. Every interaction, transaction, and movement is recorded 

in a system that not only observes but also predicts, classifies, and sanctions. Security and 

political stability have been the rhetorical pillars justifying the expansion of this model. 

However, the question remains: is a society of this scale viable without advanced supervision 

mechanisms, or is the price of such order the complete erosion of individual autonomy? 

The impact of this paradigm has extended beyond China's borders. States with authoritarian 

regimes have integrated these infrastructures under the pretext of strengthening national 

security. Venezuela, Iran, Russia, Saudi Arabia. The implementation of these systems has 

revealed their true purpose. They do not enhance public security. They do not guarantee 

stability. Instead, they establish a permanent surveillance architecture designed to control 

dissent, restrict access to information, and perpetuate regimes with questionable legitimacy. 

The perception of security in these countries has increased, but at the cost of systematic 

censorship, mobility restrictions, and the progressive elimination of public space as an 

environment free from state monitoring. 
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The dilemma is not exclusive to authoritarian regimes. Liberal democracies face their own 

contradiction. In the name of counterterrorism and cybersecurity, mass surveillance has been 

adopted without resistance by agencies such as the NSA, the FBI, or the CIA. Programs like 

PRISM have exposed the extent of this intrusion into citizens’ privacy. The European Union 

has responded with regulatory frameworks such as the AI Act, establishing risk mitigation 

mechanisms and algorithmic transparency. The fundamental difference with the PRC lies in 

the existence of institutional checks and balances. However, how effective are these limits? 

How long before does security takes precedence over civil liberties in societies that today 

perceive themselves as democratic? 

Stability has been used as a justification for sacrificing the right to privacy. In mainland China, 

the expansion of digital surveillance has eliminated any notion of anonymity. Systems like 

Skynet and the SCS do not merely monitor; they constitute a model of social engineering where 

individual behavior is regulated through algorithms that determine who can access services, 

who is deemed trustworthy, and who becomes a digital outcast. AI has enhanced the capacity 

of the Chinese state and the power of Xi Jinping to shape behaviors. It has introduced a system 

of incentives and sanctions that reinforce obedience, discourages political participation, and 

structures daily life according to state-assigned scores. What began as a tool of supervision has 

evolved into a mechanism for citizen domestication. 

On the global stage, AI governance has become a geopolitical priority. The PRC and the EU 

represent opposing poles in this debate. While one prioritizes total control over information 

and data flows, the other opts for regulations oriented towards transparency and accountability. 

This clash of models will define the future of digital governance. Meanwhile, the BRI has 

served as a channel for exporting surveillance infrastructures to countries with weak regulatory 

capacity, facilitating the adoption of supervisory tools in contexts where democracy is fragile 

or nonexistent. 

The problem is no longer digital surveillance itself. It is the absence of effective limits. The 

lack of international standards has allowed these systems to expand unchecked, without 

independent oversight mechanisms, and without rights guarantees. The international 

community faces an imminent challenge. Without global regulations that establish clear red 

lines, technology will consolidate as a tool of repression rather than a means for human 

development. 

As China's influence grows, the possibility of replicating its model in other regions becomes 

increasingly tangible. Without resistance, without restrictions, without real opposition. The 

question is no longer whether the world can afford surveillance models like China's. The 

question is whether, in the absence of clear limits, these models will become the norm rather 

than the exception. 
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